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ABSTRACT

Andrews (1972) introduced a method of plotting high-dimensional data in

two dimensions. This method is exploited as a graphical tool for the

examination of changes over time in the parameters of a time series model. An

; Lexample using a Fourier series model is given to illustrate the method. It is

also shown how outlying observations in the data can be found.
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SIGNIICANCE AND EXPLANATION

Andrew (1972) introduced a method of plotting high-dimensional data in

two dimensions. In his method, Andrews represents each multidimensional point

by a Fourier function. The clustering of plots of these functions is

equivalent to the clustering of the multidimensional points. Andrews* method

is exploited as a graphical tool for exploratory data analysis for the

examination of changes over time in the parameters of a time series model. An

example using the total Canadian unemployment figures from 1956-1975 is used

to illustrate the method. These data have four spurious (outlying) obser-

vations and it is shown how these may be detected by the use of Andrevs'

plots.

i.9

The responsibility for the wording and views expressed in this descriptive
summary lies with NRC, and not with the author of this report.
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AN EXAMPLE OF THE USE OF ANDREWS' PLOTS TO DETECT TIME
VARIATIONS IN MODEL PARAMETERS AND OUTLYING OBSERVATIONS

Agnes M. Herzbergt

1 Introduction

A graphical method is given for the examination of changes over time in

the parameters of a time series model. This method can be used as an aid in

exploratory data analysis. In a previous paper, Herzberg and Hickie (1981),

the method is presented and two examples are given. A brief description of

various multivariate graphical clustering methods and the use of Andrews'

*plots as a graphical tool in time series analysis is also given in Herzberg

(1981). Here another model is used with a different set of data and further

discussion given of the detection of outliers, or spurious observations.

2. Andrews' Plots

Andrews (1972) proposed the following simple and useful method of

plotting high-dimensional data in two dimensions. If the data are

m-dimensional, each point ( ,= (xl,...,x), where xi (i - 1,..,,m)

are the measured variables, is represented by the function

f (t) - x02 /2 + x2sin t + x3cos t + x4sin 2t + x5 cos 2t + .. (1)

plotted over the range -W < t < w. The functions given by (1) have several

properties Including the preservation of means, distances and variances and

will also give one-dimensional projections. Thus, when (1) is plotted for

1Imperial Colleqe of Science and Technology, University of London,
London, U. X.
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each data point r, the clustering of the points may be seen by a banding

together of the plots of the functions. Tests of significance may also be

madel see Herzberg and Hickie (1981).

* 3. Variation of Model Parameters

Herzberg and Hickie (1981) considered the regression model

X9 + q2 (j = - OT-~)

where T is the total number of observations, n is the number of

observations in each subgroup of observations used for estimating the unknown

parameters, = (y Ije...nj)' is a n x 1 vector, yiJ being the ith

observation in the jth subgroup (i - 1,...,n), E is the n x m matrix of

-t the regressors, is the m x 1 vector of unknown parameters to be

estimated by least squares and U is the n x I vector of error terms. All

the elements of the j's are assumed to be independent and normally

distributed with mean 0 and variance a2. It is assumed that the T

observations are taken sequentially over time and it is desired to examine the

variation in the over time.

AA
Let = (0i ,.o )' be the m x 1 vector of least squares estimates

j mi

of the elements of obtained from the jth set of n observations

(n 4 T), i.e. j, is estimated from the first n observations, is

estimated from the second observation to the (n + 1)st observation, etc.

From each , a plot of the function f^ (t), defined in (1), over the

range -w < t < w was made. The plots of these functions will show the

change over time in the vector of coefficients i. The plots, fi (t), can

be considered as a graphical weighted moving average. For each t a

different weighting is given to the observations.

-
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4. An Example

Table I shows the total Canadian unemployment figures from January 1956

to December 1975. It can be seen that the values for January 1958, 1961, 1971

and 1975 could be considered as being outliers or spurious observations in the

data. Figure 1 gives a plot of these data.

The model

. . 2wi + 2 +i 4wi 4wi1y )~_1 = 011 + P2iSinl- +8 Pcos12  +8 ~sin- - +8 ~cosl-

i !(i - 1,...,121 J - 1,...,229),
j~i- 12 j 4j 12 5 12(2)

where y J+i- is the observed unemployment figure in month J+i-1,

was fitted to the data by least squares for each J fixed and

S- (0l1,821 ,B3j,84j,8 )', the least squares estimate of obtained.

The plots of the function

- (t) - I-2-/2 + a2j cos t + 3sin t + 4j cos 2t + sjain 2t
(3)

(j 1,...,229)

were obtained and plotted. Note that (3) differs from (1) but the

mathematical properties of (1) are retained. Several variations of (1) were

tried but the outlying plots were most easily seen when (3) was used. This is

due to the particular weightinq which (3) gives to the Ii g. and thus to

the individual observations.

It could be seen from the plots when plotted in chronological order on a

graphics terminal that certain ones stood out from the others. Any long term

increases or decreases in the plots were also noted.

* The 229 Andrews' plots are given in Fig. 2 and Pig. 3. The plots in

Fig. 2.k (k - 1,...,12) are those obtained from (3) for j - k, k + 12,

k + 24,...,k + 108. The plots in Fig. 2.k are similar except for the ones

1 _ __-3-
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denoted by a thicker line. These are the ones whose coefficients are

estimated from January 1958 or 1961. The plots in Fig. 3.k (k = 1,...,12)

are those obtained from (3) for J - k + 120, k + 132,...,k + 228 (j 4 229).

The plots in Fig. 3.k are similar except for the ones denoted by a thicker

line. These are the ones whose coefficients are estimated from January 1971

or 1975.

Thus Andrews' plots can be used as a graphical method not only to examine

changes over time in the parameters but also to detect abrupt changes in the

observations reflected by changes in the parameters of the model over time.

As mentioned elsewhere, the Andrews' plots can also be used to determine the

period length when this is unknown.
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